
Lecture 4
Frequency domain speech analysis (2)



Speech Signal ANALYSIS 

Time domain: 
• Average and maximum amplitude
• Amplitude density
• Average energy
• TEAGER energy
• Number of zero crossings
• Fundamental frequency (F0)
• TESPAR coding

Frequency domain:
• DFT (FFT)
• LPC analysis
• Digital filter bank
• Cepstral analysis
• Perceptual analysis

Time-frequency analysis
• Short-time Fourier transform (STFT)
• Discrete wavelet transform (Haar) (DWT)
• Continuous wavelet transform (Morlet) (CWT)
• Pseudo-Wigner distribution

https://www.clear.rice.edu/elec631/Projects99/mit/index2.htm

https://www.clear.rice.edu/elec631/Projects99/mit/index2.htm
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1. THE SPECTROGRAM (time-frequency-amplitude representation) 
• Evolution of the SS spectral function over time - the spectrograph
• Spectrogram plotting can be: contour or bright/dark;
• The first instrument used by phoneticians - Key Elemetrics;
• Composed of: modulator, filter, sonogram plotting drum (f/t)
• The principle is superheterodyne filtering, if SV is s(t), the modulated signal is 
ŝ(t) = s(t)*cos 2πft and the spectrum is shifted to higher frequencies and sweeps the input 
of a BPF;

• The energy in this band is obtained by rectification-integration;
• Modify the carrier frequency to sweep the entire signal spectrum in the filter band;
• B=300Hz - broadband spectrogram - emphasizing the temporal changes of the signal 
• B=45Hz - narrow band spectrogram - emphasizes frequency changes in the signal 
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Spectrograph (Sonograph)  Kay Elemetrics
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THE SPECTROGRAM (sonagram)
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1. Changing filter, steady source

Broadband or narrowband spectrogram 
(depending on the length of the weighting window)

Obs. If B→0 the spectrum >>> Fourier spectrum

http://upload.wikimedia.org/wikipedia/commons/b/bd/Window_function_%28rectangular%29.png
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Broadband spectrogram - has broad spectral spikes (formants) in 

time - highlights most of the individual periods of the FF as vertical 

grooves that the IR filter is comparable in time to a period of the FF.

Narrow-band spectrogram 
• FF harmonics visible in sonorous regions 

• formant frequencies still visible 

• FF usually visible

• unvoiced regions do not show a well-profiled structure
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2. Spectral speech analysis - FFT
- the signal is a sum of sinusoids or complex exponentials, and it leads to practical 
solutions to problems (estimating formants, estimating F0, and analyzing the signal 
itself)

- Fourier representations provide - a convenient means of determining the response of 
linear systems to a sum of sinusoids

- clear evidence of signal properties hidden in the original signal

- the FFT algorithm (Cooley-Tukey 1965) allows real-time signal processing

https://www.cis.rit.edu/class/simg716/Gauss_History_FFT.pdf

https://www.cis.rit.edu/class/simg716/Gauss_History_FFT.pdf
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• the short-term power spectrum is composed of the global spectral envelope and the 

fine structure
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Short-Time Fourier Transform (STFT) - (time-frequency)



• FT can't do simultaneous localization in time and frequency, not useful for 
time-varying signal analysis, non-stationarity

• Wide window → with good resolution in frequency and poor in time

• W (t)=1, infinitely long: → STFT transforms to FT, giving excellent frequency 
localization but no time localization.

• Narrow window → with good time resolution and poor frequency resolution

• W (t)=δ(t), infinitely short: → results in the signal in time (with a phase factor), 
giving excellent time localization, but no frequency localization.
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• 500 samples/window (50 ms) 

• a periodicity can be seen in time and frequency

• We can see the first formant (300-400 Hz), the second resonance at 2200 Hz, and the third at 
3800 Hz.
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-clear evidence of FF harmonics can be observed in the case of the rectangular window (RW), 
due to the narrower main lobe 

- the frequency spectrum is noisier (RW), due to inter-harmonic interference, because the R 
window has side lobes with only -14 dB attenuation
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Frame of “a” vowel and its Fourier spectrum (256) using rectangular 
window (a) and Hamming window



20

The “a” vowel Fourier spectrum (512) using Hamming window 
for man-speaker (a) and women-speaker (b)

Frame of “s” consonant and its Fourier spectrum (512)
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Fourier spectrum (512) of a frame of “a” vowel 
with/without  preemphasis 
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t[s]

F[Hz] The Spectrogram
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3. The filter bank from FFT

N=256, fs=10kHz => δ~ 40Hz

Band 1 (0-200Hz) - 4 Fourier coefficients

Bands 2-13 (200-3000Hz)- 6 Fourier coefficients/band

Bands 14-17 (3-5KHz) - 13 Fourier coefficients/band



25“a” vowel frame and its Fourier average spectrum 
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Intra-speaker variability reflected in the averaged spectrum for 100 frames obtained from 
the utterance of the vowel "a" by 2 male speakers
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4. Speech analysis by digital filter bank

- SS energy is measured in certain bands 

- Analog filters (Dudley 1939, Bell Labs) >>> digital filters
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Si = s(n) * hi (n)

1. PBF -uniform-non/uniform (log, Mel, Bark)    4. Fes reduction(~50Hz)

2. signal rectification - FPB output >>Orig.    5. Amplitude compression - laws A, μ

3. LPF – comp < 20-30Hz

Retains the CC component
and removes HF images 
created by non-linearities
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)mn(s)m(h  

)n(h)n(s)n(s Retains the CC component
and removes HF images 
created by non-linearities

(20-30 Hz)

Reduce data

Shifts the spectrum from the 
band to the LF band
and creates HF images

(40-60 Hz)

Compression

Log, m-law
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Uniform  Filter Bank
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• Non-uniform FB

– Frequency log scale
– Critical band scale
– Mel  Scale
– Bark Scale

• Logarithmic frequency scale

• For Q BPF, central freq., fi and band bi:
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C Hz f Hz Q= = =200 300 41; ; ;      = 2;   

C Hz f Hz Q= = =50 225 121; ; ;       =1.33   
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The critical (perceptual) band scale
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Si(n)

Ex. Simplified, for BPFi
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Ex. What is the compression 
ratio of a Q=16 PBF channel 
vocoder processing SS at            
B-band<8kHz compared to PCM 
coding? Let's assume that          
fes =20kHz, and the ADC 
resolution is 12 bits.
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5. Cepstral analysis

 Speech analysis => estimate the parameters of a speech production model and 

measure their variations

SV = excitation * system response

• If you want to separate the SV excitation from the vocal tract response, 

homomorphic filtering methods are used Linear systems respect the principle 

of superposition:
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 Homomorphic systems respect the principle of generalized superposition 
(convolution):

- For a LTI system  :

The principle of “generalized” superposition replaces + by convolution * :
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• Homomorphic filtering => homomorphic system [H], which allows the desired 

signal to pass unaltered and stops the unwanted signal.

x1 - unwanted

- For linear systems, we can draw an analogy with additive noise elimination



The canonical form of homomorphic convolution

- Any homomorphic system can be represented as three cascaded systems for 

convolution

1. The system takes the convolution input and combines it to make additive outputs

2.  System is a classical linear system.

3.  3rd is the inverse of the first system - additive inputs into convolution outputs

- Convolution

- Additive relationship

- Linear system

- Inverse convolution 

         relation
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The frequency canonical form

- It is found a system that transforms the convolution into a sum

- The logarithm function transforms the product into a sum
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Cepstrum for SS



Smoothed

Spectrum

F0 Detection
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The FFT cepstrum and the FFT spectrum for an unvoiced frame (“s”)

The FFT cepstrum and the FFT spectrum for a voiced frame (“a”)
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FFT cepstrum and its Fourier and smoothed spectra for a speech frame ("a") (256) uttered 
by a woman, using a 3.2ms liftering window

FFT cepstrum and its Fourier and smoothed spectra for a speech frame ("a") (256) uttered 
by a woman, using a 1.2ms liftering window
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x(n) time domain signal

x(w)=dft(x(n)),frequency 

signal

|x(w)|

Log (|x(w)|)

C(n)=iDft(Log (|x(w)|)))

=>Cepstrum

Glottal excitation cepstrumVocal track
cepstrum
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Liftering

• Low time liftering:
– Magnify (or Inspect) the low time to 

find the vocal tract filter cepstrum

• High time liftering:
– Magnify (or Inspect) the high time 

to find the glottal excitation 
cepstrum (remove this part for 
speech recognition.

 

Glottal excitation
Cepstrum

Frequency =FS/ quefrency coef.

Vocal tract
Cepstrum
Used for 
Speech 
recognition

Cut-off Found 
by experiment
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Reasons for liftering  Cepstrum of speech

• Why we need this?
-remove the ripples of the spectrum caused by glottal excitation.

Speech signal x(n) Spectrum of x(n)

Too many ripples in the spectrum are 
caused by vocal cord vibrations.
But we are more interested in  the speech 
envelope for recognition and synthesis

Fourier

Transform
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Homework

 SS is sampled at 20kHz. For short-term spectral analysis, a sliding window of 20 ms is used, 
which moves by 10 ms for the analysis of consecutive frames. The radix-2 FFT method is used to 
calculate the DFT.

1. How many samples are used for each analysis frame?

2. What is the frame analysis rate for short-term spectral analysis?

3. What is the size required for DFT and FFT to guarantee the absence of temporal aliasing?

4.  What is the frequency resolution (Hz) between 2 consecutive samples? 
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